Graph Neural Networks

Neural Networks Design And Application



Encoder-decoder for graph data

Goal: similarity(u, 17) =~ z,'fzu Q: how to learn ENC?
in the original network Similarity of the embedding

Need 1(0) deﬂne' | ‘embedding vector for a
embedding specific node
................... matrix T
N : / o
=\ - imension/size
. ENC(U) Z = 2 of embeddings
'@
W@
Dde nodes — -
one colum\rq per node
IENC(’U] """"""" Learnable parameters
original network embedding space Q: how can we replace linear node

embedding with nonlinear functions?

Image credit http://web.stanford.edu/class/cs224w/slides/03-nodeemb.pdf
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Graph neural networks

Image

Q: can we use convolution operation on graph?

Graph convolutional neural networks
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Graph neural networks

Transform information at neighbors

Image

Q: can we use convolution operation on graph?
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Graph neural networks

Transform information at neighbors
Combine them

Image

Q: can we use convolution operation on graph?
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Graph neural networks

Q: What is information?

|

Transform information at neighbors
Combine them

Image

Q: can we use convolution operation on graph?

Graph convolutional neural networks



Graph neural networks

Q: What is information? —— Raw features (pixel values) or previous feature maps

Transform information at neighbors
Combine them

Image

Q: can we use convolution operation on graph?

Graph convolutional neural networks
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Graph neural networks

Q: What is information? —— Raw features (pixel values) or previous feature maps

b

Image

Transform information at neighbors
Combine them

Q: can we use convolution operation on graph?

Graph convolutional neural networks
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General graph data

o« J° or this: A ‘,". "
e ® o . .o . |




General graph data
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o J7 or this: AN .V
¢ ® ® .o .0 O
[ e . ® ¢
o O o 9 s °
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General graph data

Q: can we extend similar operation to general graph?
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General graph data

Q: can we extend similar operation to general graph?

Key: aggregate information from neighbors
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Node degree

Image credit http://web.stanford.edu/class/cs224w/slides/03-nodeemb.pdf
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Adjacency matrix

1
1

0 0o
0 0o

1
1

1

0

1 0 0

u
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Graph networks: aggregate neighbors

TARGET NODE

l

A

{

INPUT GRAPH



Graph networks

Nearest neighbors of A?

TARGET NODE

l

A

{

INPUT GRAPH

. aggregate neighbors
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Graph networks

Nearest neighbors of A:
B,C,D

TARGET NODE

l

A

.

INPUT GRAPH

. aggregate neighbors
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Graph networks: aggregate neighbors

Nearest neighbors of A:
B,C,D

TARGET NODE

l

INPUT GRAPH .



Graph networks

Nearest neighbors of B?

TARGET NODE

l

A

{

INPUT GRAPH

. aggregate neighbors
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Graph networks: aggregate neighbors

Nearest neighbors of B: A, C

INPUT GRAPH
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Graph networks: aggregate neighbors

Nearest neighbors of B: A, C

TARGET NODE

INPUT GRAPH
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Graph networks

Nearest neighbors of C?

TARGET NODE

l

INPUT GRAPH

. aggregate neighbors
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Graph networks: aggregate neighbors

Nearest neighbors of C: A, B, E, F

TARGET NODE

INPUT GRAPH
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Graph networks

Nearest neighbors of D?

TARGET NODE

l

INPUT GRAPH

. aggregate neighbors
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Graph networks: aggregate neighbors

Nearest neighbors of D: A

TARGET NODE

INPUT GRAPH
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Graph networks: aggregate neighbors

Nearest neighbors of A:
B,C,D

TARGET NODE

l

INPUT GRAPH .



Graph networks

Nearest neighbors of A:
B,C,D

TARGET NODE

l

INPUT GRAPH

. aggregate neighbors

Q: Deeper structure?

.0
’0

—
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Graph networks: aggregate neighbors

Nearest neighbors of A:

B,C,D

TARGET NODE

l

INPUT GRAPH

Q: Deeper structure?

.0
’0

—
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Graph networks: aggregate neighbors

Nearest neighbors of A:
B,C,D A

TARGET NODE

INPUT GRAPH




Graph networks: aggregate neighbors

Nearest neighbors of A:

B,C,D

TARGET NODE

l

INPUT GRAPH

Q: Deeper structure?

Nearest neighbors

33



Graph networks: aggregate neighbors

Nearest neighbors of A:
B,C,D

G
A‘:‘iiﬁf;....‘_._._,,__ Q: Deeper structure?
TARGET NODE ® ®
1 A
A
.4—.:¢:ifﬁff:.'.__,._
@
3 g
. < : .............. .... ‘-3 .........
L INPUT GRAPH .].
Nearest neighbors € .

Two hops away
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Graph networks: aggregate neighbors

Nearest neighbors of A:
B,C,D

INPUT GRAPH

Nearest neighbors

Raw feature:

Node embeddings
e A
‘:‘i _____ Q: Deeper structure?
TARGET NODE ® ®
1 A
@
.4—.3:.'Iﬁff:.'.__,._
F
3 g
. < : .............. .... ‘-3 .........

Two hops away
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Encoder-decoder for graph data

Goal: similarity(u, 17) ~ z,'fzu Q: how to learn ENC? Each node
in the original network Similarity of the embedding Linear transformation
' ENC(?\:? =7 .1
Need to definel [ENC(p

eed O de c Binary | Gray code = Onej-hot
. ENC(U) IZlE RAXIV 000 | 000 ‘|00000001|
001 | 001 00000010
010 | ON 00000100

pde nodes V|
€ I on | 010 00001000
............... 100 | 110 00010000
|ENC(v) 101 |11 00100000
original network embedding space 110 1071 01000000
1M 100 10000000

Image credit http://web.stanford.edu/class/cs224w/slides/03-nodeemb.pdf
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Encoder-decoder for graph data

Other embedding methods:
random walk embedding

node2vec

Goal: similarity(u, ’U) ~ zgzu Q: how to learn ENC? Each node

in the original network Similarity of the embedding Linear transformation I

I ENC M=7z_ =7 .1

Need to define! E‘ 4
Binary  Gray code | Onet-hot
IZ'E paxiv[000 | 000 {00000001]
001 | 001 00000010
010 | 011 00000100
e |lon oo 00001000
00 |l 00010000
101 11 00100000
original network embedding space 110 | 101 01000000
111 100 10000000

Image credit http://web.stanford.edu/class/cs224w/slides/03-nodeemb.pdf .
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Encoder-decoder for graph data

Other embedding methods:
random walk embedding

node2vec

Goal: similarity(u, ’U) ~ zgzu Q: how to learn ENC? Each node

in the original network Similarity of the embedding Linear transformation I

: ENC(ol=272/=7 -1

Need to define! E‘ 4
Bin Gray code | Onef-hot
IZ'E paxiv |90 | 000 {00000001]
001 001 00000010
010 011 00000100
E on 010 00001000
100 110 00010000
101 111 00100000
original network embedding space 110 1071 01000000
111 100 10000000

Image credit http://web.stanford.edu/class/cs224w/slides/03-nodeemb.pdf *
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Graph networks: aggregate neighbors

SRR

TARGET NODE .;
| v
o £

q b oy wm P
®ea®
A

{

INPUT GRAPH
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Graph networks: aggregate neighbors

A B
i? &
b TR o &y o
TARGET NODE @ @8 o & &
l g N »
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INPUT GRAPH
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Graph networks: aggregate neighbors

A B
¢ ’
] L]
% o &y
TARGET NODE ®o® ® o
l g 4 »
LS & % &
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INPUT GRAPH
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Graph networks:

TARGET NODE

l

INPUT GRAPH

aggregate neighbors
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Graph networks: aggregate neighbors
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Graph networks: aggregate neighbors

Grid graph General graph
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Graph networks: aggregate neighbors

TARGET NODE

l

INPUT GRAPH
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Graph networks: aggregate neighbors

TARGET NODE

l

INPUT GRAPH
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Graph networks: aggregate neighbors

TARGET NODE

l

INPUT GRAPH

Q: what can we do in the box to aggregate information?
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Graph networks: aggregate neighbors

TARGET NODE

l

INPUT GRAPH

Q: what can we do in the box to aggregate information?
Average/summation?
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Graph networks: aggregate neighbors

TARGET NODE

l

INPUT GRAPH

Q: what can we do in the box to aggregate information?
Average/summation = linear model
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Graph networks:

TARGET NODE

l

INPUT GRAPH

aggregate neighbors

Q: what can we do in the box to aggregate information?
Average/summation = linear model
A neural network nonlinear layer? 50



Graph networks: aggregate neighbors

Initial O-th layer embeddings are
hg = _— equal to node features , embedding of

h1(}l+1) =§Wl Z

/ v at layer [

i

IN()|
5

-t %

UeEN(v)
2,/= h’
\ Embedding after L

Average of neighbor’s  Total number
previous layer embeddings  of |ayers

layers of neighborhood Non-linearity

aggregation

(e.g., ReLU)
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Graph networks: aggregate neighbors

Node v Initial O-th layer embeddings are
ho — _— equal to node features , embedding of
ud / v at layer [

(1+1) hy,”
W =lew ), N
\

ueN(v)
=1y

\ Embedding after L | |
layers of neighborhood NOn-linearity
aggregation (e.g., ReLU)

%

Average of neighbor’s  Total number
previous layer embeddings  of |ayers
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Graph networks: aggregate neighbors

Node v Initial O-th layer embeddings|are
e _— equal to node features , embedding of
v / v at layer [
@ |
[+1) hu
KU+ aw Z
v - INw)|
ueN(v) s | \
| "

=)

\ Embedding after L

Average of neighbor’s  Total number
previous layer embeddings  of |ayers

layers of neighborhood Non-linearity

aggregation

(e.g., ReLU)
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Graph networks: aggregate neighbors

Node v Initial O-th layer embeddings|are

v at layer [

no — x __— equal to node features  embedding of
v /

(1+1) hy,”
W =lowil ) e
<

ueN(v)
=1y

\ Embedding after L | |
layers of neighborhood NOn-linearity
aggregation (e.g., ReLU)

\ \
Average of neighbor’s  Total number
previous layer embeddings  of |ayers
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Graph networks: aggregate neighbors

Node v Initial O-th layer embeddings|are

ho — x _— equal to node features , embedding of
v = Xy /

v at layer [
hO »
[+1
h§+)=§Wl z INELV)IJFB Vi€ {o,.. [H-1} |
™

ueN(v) |
=-nP s ;

Average of neighbor’s  Total number
\ Embedding after L pre.\nous. layer embeddings  of |ayers
layers of neighborhood Non-linearity

aggregation (e.g., ReLU)
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Graph networks: aggregate neighbors

Node v

Initial 0-th layer embeddings

Q=
hv—xv

/

R+ _

v

=)

\ Embedding after L

layers of neighborhood Non-linearity
(e.g., ReLU)

oW

equal to node featu

2.

ueN(v)

hieg

IN(v)|
=

aggregation

Ny

Average of neighbor’s [Total number
previous layer embedding

are
embedding of

/ v at layer [

of layers
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Graph networks: aggregate neighbors

Node v Initial O-th layer embeddings|are

ho — x _— equal to node features , embedding of
v = Xy /

v at layer [
(1+1) i
h*D =lo(w, Z T vile {0, ... [ - 13 |
ueN(v) |
=

| Some layer [ \
i
\ Embedding after L

Average of neighbor’s [Total number
previous layer embeddingd of |ayers
layers of neighborhood Non-linearity
aggregation (e.g., ReLU)
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Graph networks: aggregate neighbors

Node v Initial O-th layer embeddings|are

ho — x _— equal to node features , embedding of
v = Xy /

v at layer [
(1+1) hf,f)
h =g (W, B
T =l 2, e
i

viLle {0, ... JE|- 13
UEN(v) ‘
DRV

Some layer [ \
\ Embedding after L

Average of neighbor’s [Total number
previous layer embeddingd of |ayers
layers of neighborhood Non-linearity
aggregation (e.g., ReLU)
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Graph networks: aggregate neighbors

Node v

Initial 0-th layer embeddings

Q=
hv—xv

__— equal to node features

hf,l“) _

ﬁz hl(?L) u:n

\ Embedding after L

oW

layers of neighborhood Non-linearity

aggregation

(e.g., ReLU)

previous layer embedding

are
embedding of

/ v at layer [

vile {0, ... Ji— 1} |

Some layer [ \

Average of neighbor’s jI-rotéﬂ number

of layers
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Graph networks: aggregate neighbors

Node v

Q=
hv—xv

hf,l“) _

ﬁz hl(?L) u:n

\ Embedding after L

Initial 0-th layer embeddings

__— equal to node features

layers of neighborhood Non-linearity

aggregation

(e.g., ReLU)

previous layer embedding

are
embedding of

/ v at layer [

vile {0, ... Ji— 1} |

Some layer [ \

Average of neighbor’s jI-rotéﬂ number

of layers
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Graph networks: aggregate neighbors

Node v

Q=
hv—xv

hf,l“) _

Initial 0-th layer embeddings

__— equal to node features

ﬁz hl(?L) u:n

\ Embedding after L

layers of neighborhood Non-linearity

aggregation

(e.g., ReLU)

previous layer embedding

are
embedding of

/ v at layer [
WMile (o, .. JH- 13 |
] Some layer [ \

Average of neighbor’s JTOtaI number

of layers
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Graph networks: aggregate neighbors

Node v Initial 0-th layer embeddings|are
0 — __— equal to node features  embedding of
hy =x,

v at layer [
h(l+1) — W u + B
7 l IN(v)| 7
“~_ [ueN(v R

ﬁz hl(?L) u:n

\ Embedding after L | |
layers of neighborhood NOn-linearity
aggregation (e.g., ReLU)

vile {0, ... Ji— 1} |
Some layer | \

Average of neighbor’s [Total number
previous layer embeddingd of |ayers




Graph networks: aggregate neighbors

Node v Initial 0-th layer embeddings|are
ho = _— equal to node features , embedding of
v at layer [

S B LK

e IN(v)| + ByligydLlE 0, ""._ 1) ‘
UueEN (v " Some layer [ \
rest neighbors \

Qz hl(?l‘) u: ne

\ Embedding after L | |
layers of neighborhood NOn-linearity
aggregation (e.g., ReLU)

'

nonlinear function

Output of 1+1
Bt

[
=

Average of neighbor’s [Total number
previous layer embeddingd of |ayers
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Graph networks: aggregate neighbors

Node v Initial 0-th layer embeddings|are
Rop=—= _— equal to node features , embedding of
L ¥ v at layer [

OB
Output of l h
n(l)JnIiﬁear function h1(7 1) - Wl “ + B @E {O, ,.— 1} ‘
IN(v)|
Final Iayer\_ \ ueN (v N Some layer [ \
u: negrest neighbors \

2, =|hy”

\ Embedding after L | |
layers of neighborhood NOn-linearity
aggregation (e.g., ReLU)

'

Average of neighbor’s [Total number
previous layer embeddingd of |ayers
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Graph networks: aggregate neighbors

Initial O-th layer embeddings are

0 — -
hv—xv’

h®

_—" equal to node features

/ v at layer [

embedding of

hf,”l) jwl Z N(v)|

eN(v)

+ Bh$P), vi € {0, ... JE - 13

\

GraphSAGE
qh(”” ([wl . AGG ({hﬁ), vu € N(v)}),B;h{])

btal number
of layers

[ &

layers of neighborhoo
aggregation

4 Non-linearity
(e.g., RelLU)
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Graph networks: aggregate neighbors

Initial O-th layer embeddings are
hO _—" equal to node features embedding of

— ¢ E=
i i / v at layer

h® -
(1+1) _ u (D
hy ™ =|a (W, E Nl By, VI € {0, ... [E[— 1}
UueN(v) o

GraphSAGE \
NGV o ([W, - AGG ({h(z) Vi € N(v)}) B ha)]) ptal number
v l u » 2 of layers

3 4 Non-linearity
(e.g., RelLU)

layers of neighborhoo
aggregation

Q: why GraphSAGE can be more general? 66



Graph networks: aggregate neighbors

TARGET NODE

l

A

{ A

INPUT GRAPH
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Graph networks: aggregate neighbors

Suppose: we have 5d node features
TARGET NODE

'.‘
*
ot

A

*
0“
’0
*
+*
L
*
0.‘
'0
'y
A * * lllllllllllllllll .
w.
-
L
*
*
-*
*
-

INPUT GRAPH .
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Graph networks: aggregate neighbors

TARGET NODE

l

INPUT GRAPH
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Graph networks: aggregate neighbors

TARGET NODE

l

INPUT GRAPH

l avg




Graph networks: aggregate neighbors

TARGET NODE

l

A

{

INPUT GRAPH

l avg




Graph networks: aggregate neighbors

TARGET NODE

l

A

{

INPUT GRAPH

Output feature of node A

—

l avg




Graph networks: aggregate neighbors

HNEEEEEEEEEEEEN

TARGET NODE TAGG
A
A
A <« @i .
v
W
INPUT GRAPH .
Output feature of node A lavg
—

X 3




Graph networks: aggregate neighbors

X ENEEEEEEEEEEEEE
TARGET NODE TAGG
A
e
/ A ‘. S TELRETEITTRTEYTTE .
\ 3
INPUT GRAPH W )
Output feature of node A lan
——
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Graph networks: aggregate neighbors

Output feature of node A

< X ENEEEEEEEEEEEEE
TARGET NODE TAGG
A
e
/ A ‘. S TELRETEITTRTEYTTE .
\ 3
INPUT GRAPH W )
Output feature of node A lan
——
X 5




Graph networks: aggregate neig

nbors

HEEEEEEEN

Output feature of node A
<
TARGET NODE
A
/ @
INPUT GRAPH W

Output feature of node A

—

TAGG

l avg




Graph networks: aggregate neig

Output feature of node A

TARGET NODE

l

A

{

INPUT GRAPH

Output feature of node A

<

nbors
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—

TAGG
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'3
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A\
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l avg




Graph networks: aggregate neig

nbors

X LTl

L[]

Output feature of node A
<
TARGET NODE
A
/ @
INPUT GRAPH W

Output feature of node A

—

TAGG

l avg




Graph networks: aggregate neig

nbors

X LTl

L[]

Output feature of node A
<
TARGE] NODE GraphSAGE: more flexible
A
A <«
INPUT GRAPH W
Output feature of node A
——

TAGG

l avg




nbors

Graph networks: aggregate neig Linear model
Output feature of node A
< X EEEEEEEEEEEEEE
TARGET NODE TAGG
l K
A
"
/ A ‘- ‘. .................. .
\
INPUT GRAPH W )
Output feature of node A lan
——
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Graph networks: aggregate neighbors

Output feature of node A

Linear model

X LTl

L[]

TAGG

<
TARGET NODE
l Q: can we use nonlinear model?
A
A <«
INPUT GRAPH
Output feature of node A
—

W

l avg




Graph networks: aggregate neig

l

{

TARGET NODE
Q: can we use nonlinear model?

’] bO rS Linear model

Output feature of node A

<

| Pool: Transform neighbor vectors and apply}

symmetric vector function
__Element-wise mean/max

AGG = ﬂ({MLP(hfj)), vu € N(w)})

X LTl

L[]

TAGG

\AL

INPUT GRAPH

Output feature of node A

l avg
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Graph networks: aggregate neig

l

{

TARGET NODE
Q: can we use nonlinear model?

’] bO rS Linear model

Output feature of node A

<

symmetric vector function
__Element-wise mean/max

AGG = ﬂ(]_{MLP(hS)),l‘v’u € N(v)})

X

LTl

L[]

TAGG

| Pool: Transform neighbor vectors and apply}

INPUT GRAPH W

Output feature of node A

—

l avg




Graph networks: aggregate neighbors

Initial 0O-th layer embeddings are

0 _ __— equal to node features embedding of
by = Xy / v at layer [
z By vl € {0, .. [l — 1}
IN(v)| "R
Y

ueN(v) | \
e,

Average of neighbor’s  Total number
previous layer embeddings  of |ayers

hf,l“) _

=)

\ Embedding after L | |
layers of neighborhood NOn-linearity
aggregation (e.g., ReLU)

84



Graph networks: aggregate neighbors

Initial 0O-th layer embeddings are

Rop=—= _— equal to node features , embedding of
v — Av /

v at layer [

(1+1) ht(zl) *
h =lo (W, E

7 A IN(v)|
UEN(v) sl

S | ,
A—=]= h,(,L) A\{erage of nelghbor.s T
\ Embedding after L previous layer embeddings  of |ayers
layers of neighborhood Non-linearity
aggregation (e.g., ReLU)

Q: can we use attention mechanism? g5



Graph networks: aggregate neighbors

Initial O-th layer embeddings are

Rop=—= _— equal to node features , embedding of
v — Av /

| v at layer [

KD | W 2 ~— |+ Bjhy?), VI € {0, ... (L — 1
ueN(v) |

A
£= h,(,L) Average of nelghbor.s O -
'\ Emibedidiaier previous layer embeddings  of |ayers
layers of neighborhood Non-linearity

aggregation (e.g., ReLU)

Q: can we use attention mechanism? < Not all node’s neighbors are equally importants



Input-output correlation

Decoder RNN (target language: French)

I accord sur la zone eéconomigque européenne a été signé en aolt 1992

<end>

| | l ] ] | [ I 1 1 | I

B B — B — B — =3 B — B — B = B B B B B — B — B

] ! | |
\\\ J
\\\ \ : // ‘
=, \ [

1 | l l

A o A =2 A — A a— A T < — A | — A b A — A S A = A «— A

I I [ I I I | | I 1 I l 1 |
the agreement on the European Economic Area was signed in August 1992 <end>

Encoder RNN (source language: English)
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Input-output correlation

Decoder RNN (target language: French)

I accord sur la zone eéconomique européenne fa été signé en ao(t 1992 <end>
! | I ] | | [ | I [ | I
Br— B— | B—| B — - Br— B — B — B B > | B > | B » B r— B — B
| ! 1 I .
BN | ;
\ ! \
= /
| | | { '
A — A — A —_— A - A — A — — A e A e A e A s A —| A | A
[ [ [ [ I I l T | | | 1 I l
the agreement on the European Economic Area was signed in August 1992 . <end>

Encoder RNN (source language: English)
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Input-output correlation

B

A |le—| A |}

I

the

—

accord
|

o
B

|

—_—

l

agreement

sur
'l

B ——

Decoder RNN (target language: French)

A —| A

I

the

Zone OCODOHWIQUQ GUFODOOI\HC a été signé en ao(t
I [ ] I I
- B+— B — | B — B B > | B B
| | }
: I'(
/
/
[
l

| | I

August

I I | 1

European Economic Area was signed in

Encoder RNN (source language: English)

A — A — A

N X0

89



Graph attention networks

l [-1
hg) = CT(EuEN(U) avuw(l)hgz ))




Graph attention networks

Q: what stand for importance of a node?

l [-1
hg) = CT(EuEN(U) avuw(l)hgz ))




Graph attention networks

Node degree?
h(l) _ w® (1-1)
v = 0(Qaentmy Fou )



Graph attention networks

Learnable parameters?

(D) _
hv — C'-(ZuEN(v)

avu

W®Oh, ™)



Graph attention networks

Learnable parameters?

l [-1
hg) = CT(EuEN(U) avuw(l)hgz ))

Between v and u



Graph attention networks

Learnable parameters?

l [-1
hg) = CT(ZuEN(U) avuw(l)hgz ))

Between v and u

epy = a(WORY™D wO a1y



Graph attention networks

Learnable parameters?

l [-1
hl(a) = cT(ZuEN(v) avuw(l)h'g ))

eun = aWORG I WORT™)

Between v and u
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Graph attention networks

Learnable parameters?

l [-1
hl(a) = cT(ZuEN(v) avuw(l)h'g ))

eun = aWORG I WORS ™)

Make use of last layer’s output

Between v and u
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Graph attention networks

Learnable parameters?

l [-1
hl(a) = cT(ZuEN(v) avuw(l)h'g ))

~afWORL T WOR )

Make use of last layer’s output

Between v and u
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Graph attention networks

Learnable parameters?

D _
hv - cT(ZuEN(v) Avu

wOR )

Between v and u

er, =@WORG WORTT)

Make use of last layer’s output

D

exp (e'UU)

- ZkEN (v) €xXp (evk)
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Graph attention networks

Learnable parameters?

(D) _
hv - c'-(ZuEN(v)

Between v and u

—E(IW%%‘”HW(” |

avu

wOR )

D

Make use of last layer’s output

Softmax function

exp (e'UU)

- ZkEN (v) €xXp (evk)
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Graph attention networks

Learnable parameters?

l [-1
hl(a) = cT(ZuEN(v) avuw(l)hfz ))

Between v and u Softmax function—>normalized weights

_:(I“r(l) (I-1) () p-1 _ exp(eyy)
ou T % Hw | ’ ZA‘:EN (v) exp(evk)

Make use of last layer’s output
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Graph attention networks

Learnable parameters?

l [-1
hl(a) = cT(ZuEN(v) avuw(l)h'g ))

Between v and Softmax function—>normalized weights

j|w(z) -] @ -1 ___ exp(ew)
) hﬁl Hw | ’ ZkEN(*v) exp(eyk)

Make use of last layer’s output
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Graph attention networks

Learnable parameters?

l [-1
hl(a) = cT(ZuEN(v) avuw(l)h'g ))

Q: what is @’s structure? Between v and Softmax function—=>normalized weights

_:(I“r(l) (I-1) () p-1 _ exp(eyy)
ou T % Hw | ’ ZA‘:EN (v) exp(evk)

Make use of last layer’s output
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Graph attention networks

Learnable parameters?

l | [-1
hl(a) = c'-(ZuEN(v) avuw(l)h'g ))

Softmax function—>normalized weights

Q: what is a’s structure? Between v and 1

i = = __ exp(en)
€vu _E(Iw(l)hm HW(D | ? ZkEN(v) exp(evk)

Make use of last layer’s output

Concatenate Linear
I U ................. B[ | eescereces > eAB

(1-1) . (1-1)
hA hB
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Learnable parameters?

l | [-1
hl(a) = c’-(ZuEN(v) avuw(l)h'g ))

Softmax function—>normalized weights

Q: what is a’s structure? Between v and 1

- =) =1 _ exp(eyy)
Cou = E(Iw(l)hm HW(D | ? ZkEN(v) exp(evk)

Make use of last layer’s output

Concatenate Linear
I U ................. S | Ty > eAB

(1-1) p (b=
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Learnable parameters?

l | [-1
hl(a) = c’-(ZuEN(v) avuw(l)h'g ))

Softmax function—>normalized weights

Q: what is a’s structure? Between v and 1

- =) =1 _ exp(eyy)
Cou = E(Iw(l)hm HW(D | ? ZkEN(v) exp(evk)

Make use of last layer’s output

Concatenate Linear
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Graph attention networks

Learnable parameters?

(D) _ (D (1-1)
hv — c’-(ZuEN(v) avuw( )hu )
Softmax function—>normalized weights

exp (evu)

_ Nw(—1) N (-1 —
Cyu =LA ( )% HW( ) | ? ZkEN(v) exp(evk)

Make use of last layer’s output

Q: what is a’s structure? Between v and 1

Concatenate Linear
I H ................. B[ | eescereces > eA

(1-1) p (b=
hA hB ’
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Graph attention networks

Learnable parameters?

l | [-1
hl(a) = c'-(ZuEN(v) avuw(l)h'g ))

Softmax function—>normalized weights

Q: what is a’s structure? Between v and 1

— (Hl-1) () p-1 _ exp(eyy)
TR hﬁl Hw | ’ ZkEN (v) exp(evk)

Make use of last layer’s output

Concatenate Linear €ap = a (W(Dhg_l)’wa)hg _1))
I U ................. po[| ceceecenes > eA : > 3 . (l) (l—l) (l) (l_l)
B i = Linear ( Concat (W h, ~,W%h, )
hf_l) hé =ty
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Graph attention networks

Learnable parameters?

l | | [-1
hl(a) = c’-(ZuEN(v) avuw(l)h'g ))

Softmax function—>normalized weights

Q: what is a’s structure? Between v and 1

. (l) (l—l) (l) (l—l _ exp(evu)
Cyu =LA % Hw | ? ZkEN(v) exp(evk)

Make use of last layer’s output

Concatenate Linear €ap = A (W(l)hg_l);wa)hg_l))
I U ................. || ereeeeccss »> eA | > (l_l) (1_1)
\ = Linear (Concat (W(l)h L, WOy )
h(l—l) h(!” -
A B

http://web.stanford.edu/class/cs224w/slides/07-GNN2.pdf o



http://web.stanford.edu/class/cs224w/slides/07-GNN2.pdf

Graph attention networks

Learnable parameters?

l | | [-1
hl(a) = c’-(ZuEN(v) avuw(l)h'g ))

Softmax function—>normalized weights

Q: what is a’s structure? Between v and 1

. (l) (l—l) (l) (l—l _ exp(evu)
Cyu =LA % Hw | ? ZkEN(v) exp(evk)

Make use of last layer’s output

Concatenate ll Linear €ap = Qa (W(l)h(l_l)fw(l)hg _1))
I U ................. || ereeeeccss »> eA | > (l_l) (1_1)
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Graph attention networks

Learnable parameters?

l | | [-1
hl(a) = c’-(ZuEN(v) avuw(l)h'g ))

Q: what is a’s structure? Between v and 1

Softmax function—>normalized weights

Make use of last layer’s output

exp (eyu)
o —
4 ZkEN (v) exp (evk)

Concatenate Linear €ap = a (W(l)hg_l);wa)hg_l))
I U ................. || ereeeeccss »> eA | > (l_l) (1_1)
\ = |Linear (Concat (W(l)h L, WOy )
D D B
A B
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